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The ASCI Program is probably
the most successful high-perfor-
mance computing program in U. S.
history.  In less than five years, it has
revolutionized the high-performance
computing/supercomputing industry.
The Top 500 list of the world’s fastest
computers is headed by the ASCI
White system, and the next three po-
sitions are also held by ASCI systems
(Blue Pacific, Blue Mountain, and
Red). The genius of the ASCI plat-
form program was to use commodity
parts to assemble computers with
thousands of processors. This en-
abled the DOE to leverage the large
corporate investments in hardware
and software by chip manufacturers
and computer companies.

The recent successes in simulat-
ing, for the first time, in three dimen-
sions the primary and secondary
components of an ignited nuclear
weapon attest to the unprecedented
progress of the ASCI Program. These
accomplishments were based on the
successes of other elements of ASCI
research, notably scalable algo-
rithms, programming techniques for
thousands of processors, and unpar-
alleled visualization capabilities—to
name only a few.

No other high performance com-
puting activity can claim such accom-
plishments in an entire program, let
alone in five years.

On September 25, 1995, Presi-
dent Clinton directed DOE to un-
dertake the necessary activities to
ensure the safety and performance
of the nation’s nuclear arsenal in
an era of no nuclear testing, no
new weapon development, a pro-
duction complex with reduced ca-
pacity and capability, and an aging
weapons stockpile. The Stockpile
Stewardship Program, of which
ASCI represents one key compo-
nent, is DOE’s response to this
challenge.

The problems that ASCI will
solve for science-based stockpile
stewardship span the activities
and responsibilities of the three
Defense Programs laboratories

The first five years of ASCI
have seen significant progress
from the applications perspective.
We have made major advances in
ASCI code projects and have
shown that we can use the large-
scale parallel ASCI platforms ef-
fectively. There has been
substantial progress in the devel-
opment of advanced algorithms to
improve the fidelity of the simula-
tions. We also produced new tools
for managing and visualizing the
unprecedented quantity of
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(Los Alamos, Sandia, and
Lawrence Livermore).  The ASCI
Program is implemented by
project leaders at each of the labo-
ratories and managed by the Of-
fice of Strategic Computing and
Simulation under the Assistant
Secretary for Defense Programs.

Six scientists in LLNL’s ASCI
Program were asked to comment
on what they considered signifi-
cant accomplishments during the
first five years of ASCI research at
the Lab. The achievements noted
below are not intended to provide
an inclusive list. Rather, the six
contributors briefly describe ASCI
accomplishments for which they
have firsthand knowledge.

information generated in the
simulations.

The ability to run large-scale
codes efficiently on massively par-
allel machines with large numbers
of processors was demonstrated in
the development and use of a par-
allel nuclear weapons explosion
code to accomplish the ASCI Pri-
mary Burn Code Milepost. This fol-
lowed a series of more than ten
weapons-related physics and engi-
neering simulation runs that used
more than 5000 processors on the
IBM Blue Pacific computer.  Be-
sides these extraordinary runs, de-
signers are beginning to make
large parallel runs with two new
multiphysics codes in early-produc-
tion mode to address stockpile
stewardship issues. Other large
parallel calculations use a new ca-
pability to simulate high explosive
deflagration, relevant to nuclear
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weapons safety, by coupling im-
plicit hydrodynamics, thermal
transport, and dynamic chemical
processes.

We have improved the fidelity
of the simulations by implement-
ing sophisticated material models
and are evaluating them for stock-
pile stewardship applications. We
have also improved the numerical
algorithms, including better
radiation-hydrodynamic methods.
New methods have made possible
advanced simulations with accu-
racy higher than had been
achieved previously. We were able
to apply a new parallel multi-
physics code to simulate a class of
shock-induced material mixing
experiments, producing results
that agreed with experimental
data. We implemented accurate,
scalable parallel methods for neu-
tron transport.

Managing and interpreting
the immense quantity of data pro-
duced in large parallel calcula-
tions is a challenge. We developed
a full-function visualization capa-
bility (parallel MeshTV), which is
now in common use for processing
terascale data sets.  The users
analyze large parallel stockpile
stewardship simulations and pro-
duce displays in user offices and
in the Data Assessment Theater.
To support robust parallel I/O, we
developed a parallel I/O library
and format, HDF5, in collabora-
tion with the National Center for
Supercomputing Operations
(NCSA).  HDF5 has been accepted
as a de facto national standard
and is used at universities, labora-
tories, and companies across the
U.S. In collaboration with Limit
Point Systems, Los Alamos, and
Sandia, we developed an initial
implementation of an I/O library
(SAF) based on a mathematical
data model for general communi-
cation of scientific data.

The accomplishments of the
first five years form a base for
new advanced development of the
codes, algorithms, and tools.  We
look forward to using the codes on
future platforms to support the
Stockpile Stewardship Program.

—Tom Adams

recently ran the largest-ever neu-
tron transport calculation on the
ASCI Blue SST system (24 billion
unknowns, 5760 processors,
4Chours).

We are continuing to develop
effective, parallel multigrid meth-
ods. CASC researchers, working in
collaboration with SSP and aca-
demic colleagues, have developed
highly effective and fully parallel
multigrid methods for the solution
of the linear systems that arise
within several SSP codes. Our geo-
metric multigrid methods, aimed at
those codes that employ structured
meshes, have already sped up cer-
tain SSP calculations by an order of
magnitude. The scalability of these
solvers has been demonstrated in a
variety of numerical experiments,
including the solution of a linear
system with more than one billion
unknowns on nearly 6000 proces-
sors of ASCI Red in under one
minute. Our recent research, which
is internationally recognized, has
focused on the development of alge-
braic multigrid methods for prob-
lems arising on unstructured
meshes. Preliminary results here
are extremely encouraging and al-
ready one of these methods is the
solver of choice in an ASCI code.

—Steve Ashby

We created the Center for Ap-
plied Scientific Computing (CASC)
as a nexus for LLNL’s computa-
tional mathematics and computer
science research activities. CASC
research in multilevel methods has
significantly reduced the execution
time of several essential SSP codes.
The ASCI Institute for Terascale
Simulation (ITS), formed within
CASC in 1999, has enabled LLNL
to broaden considerably its scope of
academic collaboration. Last sum-
mer, the ITS supported approxi-
mately 50 students and 20 faculty,
all of whom spent 4–12 weeks in
residence working with ASCI com-
putational scientists. In addition,
the ITS hosts 8–12 sabbatical and
postdoctoral visitors and manages
a timely and useful seminar series.

An ASCI team earned the 1999
Gordon Bell Award for “Best Per-
formance” at Supercomputing ’99.
A proof-of-principle simulation us-
ing more than 24 billion zones was
clocked at 1.18 teraOPS (trillion
floating operations per second) on
5,832 processors of the IBM RS/
6000 SST system. An 8-billion zone
long-time simulation, emulating a
shock tube experiment at Califor-
nia Institute of Technology, ex-
ecuted for 27,000 time-steps and
represented over 300 quadrillion
arithmetic operations. The calcula-
tions took slightly more than a
week, and produced over three
terabytes of data.

We developed the computer
code Ardra, which offers robust
scalable solution methods for neu-
tron and radiation transport prob-
lems in complex 3-D geometries
and supports high resolution in
space, energy, and direction. Ardra
has demonstrated its capability to
solve systems with billions of un-
knowns on terascale computers
with thousands of processors. It
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The Dynamics of Metals Pro-
gram is a cross-directorate pro-
gram involving C&MS,
Computation, Engineering, and
Physics and Advanced Technologies.
The program has two goals: For the
short-term, we are striving to el-
evate LLNL’s capability to model
plasticity and dynamic failure in
metals in the physical regimes of
interest to a state-of-the art; in the
longer term, we have embarked on
a campaign to predict from the
atomic structure of metals the plas-
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ticity and failure that occur in ex-
perimentally inaccessible regimes.
We have realized notable suc-
cesses in both efforts since the in-
ception of the program. We
inserted and analyzed anisotropic
strength modeling in problems of
interest to the stockpile surveil-
lance program. We used actual
crystal size and orientation distri-
butions for a finite material speci-
men to produce 3-D anisotropic
material response in a continuum
level simulation, thus demonstrat-
ing the power and the potential
provided by the multiscale model-
ing approach. We experimentally
validated the simulation of the
transition to plasticity in single
crystals, using our simulation dis-
location sources recently discov-
ered by LLNL experiments. In
addition, we experimentally vali-
dated first-principles calculations
of elastic constants in tantalum.

This program is dependent on
the availability of large-scale com-
puting platforms. In an earlier
era, it would have been impossible
to do this work. Our research is
also dependent on the ability to do
experiments that validate the
methodology. LLNL, fortunately,
has the resources for both capabili-
ties, plus innovative people who
can work together to make a com-
plex project like this succeed.

—Elaine Chandler

first-principles prediction of the
low-temperature EOS for the f-elec-
tron metal praseodymium through
careful high-pressure experiments.
This represents a major first step
in treating the correlated motion of
f electrons in such metals, which is
a critical capability needed to
model key phases and phase tran-
sitions in plutonium. At the same
time, advanced atomistic computer
simulations of high-temperature
thermal properties and melting in
tantalum have led to a prototype
multiphase EOS for this metal,
which also has been validated by
high-pressure experiments. Using
the same atomistic simulation
techniques, we have further suc-
ceeded in resolidifying molten tan-
talum in both a metastable glassy
state and an equilibrium crystal-
line state for different simulated
pressure conditions. This is giving
us new insight into the kinetics of
phase transitions and the nature of
resolidified metals. These accom-
plishments have put us on course
for achieving our stated goal of a
first-principles multi-phase EOS
for plutonium by FY05.

With regard to mechanical
properties, we have developed an
improved high-pressure strength
model for plutonium, which is
based on careful first-principles cal-
culations of the shear elastic modu-
lus. Complementary quantum-
based atomistic simulations of dis-
location behavior in tantalum have
directly verified, for the first time,
the assumed linear scaling of
strength with the shear modulus at
high pressure in current models.
We are now on the verge of linking
single dislocation properties ob-
tained from such atomistic simula-
tions with mesoscale simulations of
plastic flow and dynamic fracture
at micron-length scales involving
thousands (and possibly millions)
of dislocations. This is an essential
capability needed in our long-range
multiscale-modeling strategy of
bridging length scales from atomis-
tic to continuum to predict the
macroscopic mechanical properties
of real metals from first principles.

—John Moriarty

As part of the ASCI-supported
Equation-of-State (EOS) and
Dynamics-of-Metals Programs, we
are developing powerful new
quantum-based computational
methodologies to treat the thermo-
dynamic and mechanical proper-
ties of complex metals, including
plutonium.  We have validated a
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During the past five years, the
A-Program ASCI projects have suc-
cessfully begun developing a num-
ber of ASCI applications codes,
including several algorithm R&D
projects, and have begun moderniz-
ing our existing production codes.
This is allowing us to provide the
tools needed now and in the future
for our directed stockpile work and
campaign support. Several specific
achievements illustrate our
progress in improving the physics
and computational algorithms and
our ability to utilize the massively
parallel ASCI platforms.

We ran a high resolution 3-D
hydrodynamics calculation on an
ASCI code with 10 million zones on
1024 processors. We installed a
new generation of algebraic multi-
grid, linear solvers into an ASCI
code that scale well for massively
parallel computers (thousands of
processors). These solvers were de-
veloped by our Center for Applied
Scientific Computing (CASC) and
are capable of handling unstruc-
tured meshes with large numbers
of zones (tens of millions) and high
condition numbers (~106 to 108).

In addition, we developed and
ran a parallel implicit Monte Carlo
(IMC) radiation transport code on
1000 processors. A new hybrid
Monte Carlo (MC) method speeds
up the IMC calculation by a factor
of 20. Our discrete ordinate radia-
tion transport code now runs on
1000 processors or more with good
parallel efficiency and scaling and
practical run times.

The inertial confinement fusion
code HYDRA successfully ran 3-D
large-angle capsule implosions and
matched OMEGA Laser experi-
ments at the University of Roches-
ter. It also successfully modeled a
complex 3-D hydrodynamics
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shocked sphere instability experi-
ment on OMEGA and is beginning
to be used to model laser hohlraum
behavior. A legacy hydrodynamics
code now runs on 100 symmetric
multi-processors (SMPs) with 80%
efficiency. We implemented a
Navier-Stokes algorithm for direct
numerical simulation mix studies
in our adaptive mesh refinement
(AMR) code. A massively parallel
3-D version of the AMR code has
been used to analyze Richtmeyer-
Meshkov and Rayleigh-Taylor ex-
periments on Nova.

Our meshing group has suc-
cessfully generated meshes with up
to 500 million zones for 4000 pro-
cessors with both structured and
unstructured meshes. Our mix
group has completed the first 3-D
high-resolution direct numerical
simulation (DNS) of a moderate
Reynolds number (3000–7000)
Rayleigh-Taylor instability problem
with a high order accuracy spectral
code. We have implemented a high
order shock capturing method in
the DNS code to extend the appli-
cability of the code into the com-
pressible regime. Our ASCI
Verification and Validation (V&V)
group has developed several non-
linear radiation-hydrodynamics
analytic and semi-analytic test
problems, which are being used to
test and verify the ASCI codes.

—Doug Post

The High Performance Storage
System (HPSS) is a large software
development project, begun in 1993
as a Cooperative Research and De-
velopment Agreement (CRADA)
between government and industry.
For the past five years, the ASCI
Problem Solving Environment’s
(PSE) Archival Storage Project has
focused on the continuing design,
development and deployment of
HPSS. Since the inception of
HPSS, Dick Watson of LLNL has
co-chaired the HPSS Executive
Committee. Mark Gary, LLNL PSE
Archival Storage Lead, represents
LLNL on the Technical Committee.
LLNL’s HPSS software team leads
the design and development of sev-
eral critical HPSS software compo-
nents and their efforts ensure ASCI
user priorities are accurately repre-
sented in new HPSS releases.
Testbed and production HPSS sys-
tems are deployed and supported

in the open and secure LLNL com-
puting environments through
Livermore’s Data Storage Group.

Although ASCI provides major
support, over 20 organizations
have contributed to the success of
HPSS. The HPSS collaboration is
based on the premise that no single
organization has the experience
and resources to meet all the chal-
lenges represented by the growing
storage system I/O, capacity, and
functionality imbalances present in
high-performance computing envi-
ronments such as ASCI. The HPSS
I/O architecture is designed to scale
as technology advances, using soft-
ware and hardware striping to sup-
port parallel I/O. The system will
support application data transfers
from megabytes to gigabytes per
second. File scalability must meet
the needs of billions of data sets,
some potentially terabytes in size,
for total storage capacities to tens
of petabytes. The system is re-
quired to scale geographically to
support distributed systems with
disparate storage hierarchies. Stor-
age systems located at different
sites must also integrate into a
single logical system accessible by
heterogeneous clients. HPSS re-
ceived the prestigious R&D 100
Award in 1997 and official ISO
9001 certification in 2000. To date,
it is the only ASCI PSE software
effort to achieve SEI Capability
Maturity Model (CMM) Level 3
status. CMM is a de facto standard
for assessing and improving soft-
ware and software processes.

—Steve Louis

Steve Louis is

Assistant

Department

Head for

Research and

Development in

the Scientific

Computing and

Communications

Department and

leads ASCI’s Problem Solving

Environment (PSE) efforts at LLNL.

ASCI Program Office, Lawrence Livermore National Laboratory, P.O. Box 808, L-160, Livermore, CA 94551 (925) 423-5464

Next Issue

In the next issue of ASCI at
Livermore, Terri Quinn will con-
tinue the discussion of the first
five years of ASCI achievements
by focusing on scientific visualiza-
tion at LLNL.


